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Abstract—We present an analysis for both oblivious and
adaptive routing in regular, all-optical networks with wavelength
translation. Our approach is simple, computationally inexpensive,
accurate for both low and high network loads, and the first to an-
alyze adaptive routing with wavelength translation in wavelength
division multiplexed (WDM) networks while also providing a sim-
pler formulation of oblivious routing with wavelength translation.
Unlike some previous analyses which use the link independence
blocking assumption and thecall dropping (loss) model (where
blocked calls are cleared), we account for the dependence between
the acquisition of wavelengths on successive links of a session’s
path and use a lossless model (where blocked calls are retried
at a later time). We show that the throughput per wavelength
increases superlinearly (as expected) as we increase the number
of wavelengths per link, due both to additional capacity and
more efficient use of this capacity; however, the extent of this
superlinear increase in throughput saturates rather quickly
to a linear increase. We also examine the effect that adaptive
routing can have on performance. The analytical methodology
that we develop can be applied to any vertex and edge symmetric
topology, and with modifications, to any vertex symmetric (but
not necessarily edge symmetric) topology. We find that, for the
topologies we examine, providing at most one alternate link at
every hop gives a per-wavelength throughput that is close to
that achieved by oblivious routing with twice the number of
wavelengths per link. This suggests some interesting possibilities
for network provisioning in an all-optical network. We verify the
accuracy of our analysis for both oblivious and adaptive routing
via simulations for the torus and hypercube networks.

Index Terms—Adaptive routing, all-optical networks, hy-
percube, multi-fiber networks, oblivious routing, performance
analysis, torus, wavelength division multiplexing, wavelength
translation.

I. INTRODUCTION

T HE TECHNOLOGY exists today to transmit gigabits
of data per second over thousands of kilometers with

extremely small loss. This has spurred a number of applications
that were either infeasible or not cost-effective in the pre-gi-
gabit era. The rapid demand of these emerging gigabit-per-user
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applications, however, has outstripped the gains possible
via the traditional approach of building faster time division
multiplexed (TDM) networks. This has increased interest in
building all-optical networkswhere wavelengths, rather than
timeslots, are switched.

In an all-optical wavelength division multiplexed (WDM)
network, connection establishment for a session involves two
phases: the selection of aroute, or sequence of hops that the
session must traverse, and for each hop along the route, the
selection of a wavelength on which the session will be carried
for that hop. Thepathof a session is the sequence of link-wave-
length pairs traversed by it. Path selection, therefore, involves
routing and wavelength assignment, both of which may be
eitherobliviousor adaptive. In oblivious(or static) routing, the
route is selected at the source and is independent of the state
(loading or congestion) of the network, while inadaptive(or
dynamic) routing, the route is selected either at the source or
on a hop-by-hop basis, based on the state of the network.

A critical functionality for the improved performance of mul-
tihop WDM networks iswavelength translation[1], which is
the ability of network nodes to switch data from a wavelength

on an incoming link (theincoming wavelength) to a wave-
length on an outgoing link (theoutgoing wavelength).
Three natural classes of wavelength-routing nodes in this con-
text are: 1) nodes withfull-wavelength translationcapability
(see, for example, [2]–[4]), which can switch an incoming wave-
length to any outgoing wavelength; 2) nodes withlimited-wave-
length translationcapability (see, for example, [5]–[9]), which
can switch an incoming wavelength to a subset of the outgoing
wavelengths; and 3) nodes withno-wavelength translationca-
pability (see, for example, [6], [10]–[14]), which can switch
each incoming wavelength only to the same outgoing wave-
length, the so-called wavelength-continuity constraint. The re-
quirement of wavelength continuity restricts the routing flexi-
bility and increases the probability of call blocking [2]. In this
paper, we assume that nodes have full-wavelength translation
capability. We examine, however, the tradeoffs involved when a
switch with wavelength translation capability is replaced
by simpler switches, each having wavelength
translation capability.

A. Previous Work

Routing and wavelength assignment in WDM networks has
recently received considerable attention. The first body of work
in this area has concentrated on the performance of full- or
no-wavelength translation with oblivious routing. Although this
initial work correctly identifies several parameters that affect
the performance of wavelength translation (such as path length,
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number of wavelengths, switch size, network topology, and
interference length), and provides useful qualitative insights
into network behavior, several difficulties remain. One problem
is accurately accounting for the load correlation between the
wavelengths on successive links of a session’s path. Kovac̆ević
and Acampora [3] provided a model to compute the approxi-
mate blocking probability in WDM networks with and without
wavelength translation. As they point out, however, their model
is inappropriate for sparse networks because it uses the link
independence blocking assumption, which does not consider
the dependence between the acquisition of wavelengths on
successive links of a session’s path. Barry and Humblet [2]
presented an analysis that takes the link-load dependence
partially into account, but they assumed that a wavelength
is used on a link independently of other wavelengths. Their
simplified model makes good qualitative predictions of network
behavior (predicting even some nonobvious behavior observed
in simulations [15]), but is unable to predict the behavior of
simulations with numerical accuracy. The analysis by Birman
[12], which assumes networks without wavelength translation,
uses a Markov chain model with state-dependent arrival rates
and is more accurate than the previous models, but involves
modified reduced-load approximations and is computationally
intensive for networks with more than three hops per route and a
modest number of wavelengths per link. All the aforementioned
analyses use thecall dropping (loss) model, where blocked
calls are cleared, which tends to overestimate the achievable
throughput for a given blocking probability by favoring short
connections.

Theanalysispresentedin[8] for limitedwavelengthtranslation
accounts partially for the link-load dependence, and maintains
fairness to all connections by retrying blocked sessions at a
later time (lossless model). This analysis can be applied to
full-wavelength translation, but the number of states grows
exponentially with the degree of translation, and is impractical
when the number of wavelengths per link is large. Recent
work by Zhu et al. [16] develops an exact Markov process
model to obtain the call-blocking probability for an-hop
path that takes link-load correlation and nonuniform traffic
into account, but requires state variables and is impractical
for large networks.

A second body of work deals with the performance eval-
uation of routing and wavelength assignment algorithms in
all-optical networks. Karasan and Ayanoglu [17] analyzed
the first-fit wavelength assignment strategy in a network with
no-wavelength translation and fixed shortest-hop routing. They
also proposed an adaptive routing and wavelength assignment
(RWA) algorithm and evaluated its performance via simula-
tions. Mokhtar and Azizoglu [18] also proposed and simulated
several adaptive RWA algorithms for networks with no-wave-
length translation, and analyzed oblivious alternate routing,
where several disjoint paths are tried, using a fixed-order wave-
length search. Haraiet al. [19] analyzed oblivious alternate
routing with fixed wavelength assignment and no-wavelength
translation, and recently [9], they analyze oblivious alternate
routing with various wavelength assignment schemes for
networks with limited wavelength translation. Although these
previous works provide valuable insight into the behavior of

adaptive routing in all-optical networks, they continue to be
based on simulations. The analyses given are only for oblivious
(fixed or alternate) routing with fixed wavelength assignment
schemes, and are still fairly complex, requiring the solution
of a series of nonlinear Erlang maps and the predefining and
ordering of all alternate paths between each source–destination
pair, which becomes impractical for large networks with several
wavelengths per link. Furthermore, the algorithms proposed
require information on global wavelength utilization, assuming
either a periodic exchange of such information [18], or a
centralizednetwork controller [17], [19].

B. Model

The analysis that we present for studying oblivious and adap-
tive routing in regular, all-optical networks with wavelength
translation assumes adistributednetwork model. The routing
decision is made locally at each node, using information only
about the state of its own outgoing links and wavelengths. We
do not require that the alternate paths between a source–destina-
tion pair be link disjoint [18], [19], instead allowing links (and
wavelengths) to overlap between alternate paths.

We first present a general analysis applicable to any regular
topology that employs either oblivious or adaptive routing. Our
analysis holds for any vertex and edge-symmetric topology, and
with modifications, to any vertex symmetric (but not edge-sym-
metric) topology. The analysis that we develop is simple, com-
putationally inexpensive, and accurate for both low and high
network loads, overcoming many of the difficulties of the first
body of work highlighted earlier. We then apply our analysis
to study the performance of oblivious and adaptive routing with
wavelength translation in the torus and hypercube topologies. In
our model, new sessions with uniformly distributed destinations
arrive independently at each node of the network according to
a Poisson process. A circuit is established by sending a setup
packet along a shortest route from the source to the destination,
and its success is assumed to be instantaneously known at the
source. At each hop, the setup packet randomly selects a wave-
length from among the available wavelengths, and if it is suc-
cessful in establishing a connection, the wavelengths required
by the session are reserved for the session duration; otherwise,
the session is randomly assigned a new time at which to try.
In oblivious routing, the route is selected at the source, while
in adaptive routing, the intermediate links (and wavelengths) of
the path are determined dynamically on a hop-by-hop basis, de-
pending on link utilization; we require that, at each node, an
outgoing link be selected from among the subset of outgoing
links that lie on a shortest route to the destination. In a large
mesh, most intermediate nodes have two outgoing links lying
on a shortest route. In a hypercube, there areoutgoing links
lying on a shortest route when the packet is at a distancefrom
its destination.

The capacity of each link is divided intowavelengths, and
each node has full-wavelength translation capability. We model
an outgoing link of a node with wavelengths per link by an
auxiliary queuing system. Using the occupancy dis-
tribution of this system, we derive a closed-form expression for
the probability of successfully establishing a circuit. To
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evaluate this probability, we do not use the link independence
blocking assumption, but instead account partially for the de-
pendence between the acquisition of successive wavelengths on
the path followed by a session. Our analysis is general, com-
putationally inexpensive (it avoids, for example, Erlang fixed-
point or reduced load approximations, which, although they are
asymptotically exact [20] in the regime of infinite link capacity
or number of wavelengths and have good performance in the
finite case [21], entail a high computational complexity), and
scales easily for larger network sizes and arbitrary. Our anal-
ysis applies also to both oblivious and dynamic routing, and
for regular networks, provides accurate estimates of blocking
and throughput at a computational cost smaller than in some
of the approximations considered previously [22], [23]. Finally,
we note that our analysis applies equally well to multifiber net-
works, with no-wavelength translation.

We examine how the extent of improvement in achievable
throughput, for a fixed , depends on the number of wave-
lengths per link, and on the number of linksthat may be
tried at each hop (which we call therouting flexibility). This
is important because it impacts the cost and complexity of the
switch. Increasing the routing flexibilityincreases the switch
complexity and delay. Similarly, with full-wavelength transla-
tion, increasing the number of wavelengthsper link increases
hardware complexity, and may be difficult to realize with cur-
rent technology. We find that although the throughput per wave-
length increases superlinearly with, the incremental gain in
throughput per wavelength (for a fixed ) saturates rather
quickly to a linear increase. We also see that when the routing
flexibility is varied, the largest incremental gain in throughput
per wavelength occurs whenis increased from one to two. We
also compare the performance obtainable with a certain number
of wavelengths with that obtainable with a certain routing
flexibility . For the torus and hypercube topologies, we find
that for a fixed , a system with wavelengths per link
and only one alternate choice of an outgoing link (i.e., )
gives a per-wavelength throughput that is close to that achieved
by a system using oblivious routing with wavelengths per
link, with only a small additional improvement asis increased
further. This tradeoff between routing flexibility and degree of
wavelength translation, which has a significant impact on net-
work dimensioning, has not been studied before in the literature.
A byproduct of this research is a better understanding of var-
ious oblivious routing schemes. We show, for example, that for
the torus network, – routing performs better than Zig-Zag
routing. The above observations imply several interesting alter-
natives for the provisioning and expansion of all-optical net-
works, some of which we discuss in Section V.

The organization of the remainder of the paper is as follows.
In Section II, we present a general analysis for any regular
network with wavelength translation using either oblivious
or adaptive routing. In Section III, we apply it to the torus
network, where we examine two oblivious routing schemes
( – routing and Zig-Zag routing), and a shortest-hop adap-
tive routing scheme. In Section IV, we apply our analysis to
the hypercube network for both oblivious and adaptive routing.
In Section V, we present results for the probability of success
obtained from our analysis and compare them to those obtained

via simulations, and we discuss our results. In Section VI, we
present our conclusions.

II. A GENERAL METHODOLOGY

In this section, we present a general methodology for
analyzing oblivious and adaptive routing in regular networks
with wavelength translation. We define aregular networkto
be one which is either vertex (but not edge) symmetric or is
both vertex and edge symmetric. In Sections III and IV, we
apply our methodology to analyze the performance of the torus
and hypercube networks, respectively. Our choice of the torus
and hypercube topologies reflects our interest in analyzing
two popular topologies with very different characteristics. The
torus is a sparse topology with a small (fixed) node degree and
rather large diameter, while the hypercube is a dense topology,
with node degree and diameter that increase logarithmically
with the number of nodes. The general formulation that we
develop provides a method to analyze other regular topologies
that have been proposed for building all-optical networks, such
as the family of banyan networks, e.g., shufflenet [24], [25],
and wrapped butterfly networks [8].

In our model, external session requests are generated inde-
pendently at each node of the network according to a Poisson
process with rate sessions per unit time, and their destinations
are uniformly distributed over all nodes, except for the source
node. The holding time, or duration, of a session is exponen-
tially distributed with unit mean ( ). Connections are
established by transmitting a setup packet from the source to
the destination. In a circuit-switched network, the duration of a
session is typically much longer than the propagation and pro-
cessing time of a setup packet along the route (otherwise cir-
cuit switching would be rather inefficient); the blocking of new
session requests, therefore, is due primarily to the presence of
existing sessions. Thus, we simplify modeling by assuming that
new sessions are blocked only by pre-existing sessions, and that
a source receivesinstantaneousfeedback about whether or not a
given session request can be satisfied. This allows us to concen-
trate on the main features of the routing schemes without having
to focus on any specific implementation of the signaling/control
mechanisms and without having to account for second-order ef-
fects such as the blocking of sessions due to resources consumed
by partial reservations that were not finally completed due to
limited capacity at downstream nodes. Indeed, earlier analyses
[26] have shown that when the connection setup time is a small
fraction of the session holding time (as would be case in cir-
cuit-switched networks), the effect of overhead due to reserva-
tions is rather small. By deploying intelligent, distributed reser-
vation and connection control schemes, such as those proposed
in [7], [27], and [28], the effect of these overheads can be further
minimized.

In our scheme, therefore, the setup process works as follows.
If the setup packet is successful in establishing the circuit, the
wavelengths required by it are reserved for the duration of the
session. Otherwise, the session is blocked and is assigned a new
time at which to try. The duration of this interarrival time is
drawn from a Poisson distribution with an arrival rate that is
much lower than (say, th) the arrival rate of the original
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Poisson stream (correspondingly, its interarrival time is much
larger than the interarrival time of the original Poisson stream).
This is done to ensure that reinserting the blocked session into
the input stream produces a combined process of exogenous ar-
rivals and retrials that can be approximated as a Poisson process,
and that all sessions are eventually served. By contrast, in the
call-dropping model used in previous analyses, sessions with
longer route lengths are dropped with a higher probability (un-
fairly treating such connections), and the maximum throughput
is overstated, especially at higher loads. In the subsequent sec-
tions, we define an auxiliary system that we use to model an
outgoing link at a node, and we obtain the probability of suc-
cessfully establishing a circuit.

A. The Auxiliary System

We focus on setup packets emitted on an outgoing link
of a node , and define thetype of a setup packet according
to whether it belongs to a session originating at the node or
according to the incoming link upon which it arrives. For regular
networks, it is useful to partition the set of incoming links at a
node into groups in the following way. We denote the network

, where is the set of nodes, and is the set
of links. A function defined over will be called an
automorphism if for every link we have that .

will be called afixedautomorphism for link if it maps to
itself. We say that two incoming links and of node belong
to the samespatial group, with respect to if there exists a
fixed automorphism for , such that . Intuitively,
this means that if we focus on outgoing link, then there is
symmetry between and . We use this mapping to partition
the incoming links of a node (except for link) into ,

, different groups (or types), so that the links of
each group have the same spatial relationship with respect to
outgoing link . The total number of incoming links of type
is denoted by [see also Fig. 1(a)]. Originating setup packets
that are emitted on link are defined as being of type ,
while transit setup packets are defined as being of type

if the incoming link over which they arrive is of type
. We also let denote the rate per unit of time at which

setup packets of typeare emitted on an outgoing link.
We denote the state of an outgoing link by the vector

, where is the number of originating ses-
sions on the link, and , is the number of
transit sessions of typeusing the link. The set of feasible states
of the outgoing link is given by , where

and is the number of wavelengths per
link. We let be the steady-state probability that an outgoing
link is in state . We approximate as the stationary distri-
bution of an auxiliary queuing system , defined
as follows [see Fig. 1(b)]. Customers of type,
arrive to the system according to a Poisson process with rate

, and ask for a server from among theidentical servers.
If all servers are busy, the customer is dropped, never to ap-
pear again. We require that the rate at which customers of type

are accepted in the auxiliary systembe the same as the rate
at which setup packets of typeare emitted on an out-

going link in the actual system. [Note that depends on the
particular network topology and the routing algorithm used; in

Fig. 1. (a) Illustration of how ther� 1 incoming links (not including linkL)
are related to the outgoing linkL at a node of the network, where each link has
k wavelengths. For example, in thep � p torus network (see Section III) the
two incoming links that lie along the dimension perpendicular toL will be one
spatial type (� = 1) and the incoming link that lies along the same dimension
asL will be another spatial type (� = 2). In the2 -node hypercube network
(see Section IV), all of ther�1 incoming links are the same spatial type due to
the symmetry of the hypercube network. (b) The auxiliaryM=M=k=k queuing
systemQ.

Sections III and IV, we show how to calculate for the torus
and hypercube networks.] For this to hold, we must have

(1)

To calculate the steady-state probabilities for all fea-
sible states, we write down the global balance equations for the
Markov chain corresponding to the auxiliary system

(2)
where

if
otherwise.

is a unit vector of dimensionwhose th component is one,
and “ ” (or “ ”) corresponds to componentwise addition (or
subtraction). Equations (1) and (2), together with the normal-
ization condition , can be solved iteratively to
obtain the steady-state probabilities and the rates ,

.

B. The Success Probability

We now examine the probability of success for a new
session and the probability of success for a random
trial (both new and reattempting sessions) for both oblivious
and adaptive routing. To determine the success probabilities,
we first find an approximate expression for the probability

that a new session with a given source–destination
pair successfully establishes a circuit, and then average
over all source–destination pairs to determine the average
probability that a session is successful.



LANG et al.: OBLIVIOUS AND ADAPTIVE ROUTING IN OPTICAL NETWORKS WITH WAVELENGTH TRANSLATION 507

1) Oblivious Routing:We first study oblivious (or nonadap-
tive) routing, where the route followed by a session is chosen
at the source and is independent of the state of the links. In
oblivious routing with full-wavelength translation, a session is
blocked and scheduled to retry only if allwavelengths on the
desired outgoing link are unavailable, where we assume that a
setup packet selects the outgoing wavelength from among the
available wavelengths on the link with equal probability.

The path followed by a session with source destination pair
consists of an originating node followed by a sequence

of transit nodes. The probability that a wavelength on the
outgoing link of the originating node is available is given by

(3)

At each transit node, the probability that a wavelength is avail-
able on an outgoing link given that a transit setup packet of
type arrived on link can be found to be

(4)

where is the number of input links of type. In other words,
is the probability given that a wavelength was avail-

able on an incoming link. The numerator in (4) is the sum of
all of the state probabilities where at least one wavelength on
outgoing link is available, conditioned on the fact that an in-
coming wavelength on link is available. The multiplica-
tive factor is needed because the wavelengths in
use on link cannot be in use by sessions from the particular
wavelength on link upon which the transit setup packet
reserved the resources on the previous node. The denominator is
one minus the sum of the probabilities of all states where link
is unavailable, conditioned on the fact that the incoming wave-
length on link is available.

In writing (3) and (4), we donot assume that the probabili-
ties of acquiring wavelengths on successive links of a session’s
path are independent. Instead, we account partially for the de-
pendence between the acquisition of successive wavelengths on
a session’s path by using the approximation that the probability
of acquiring a wavelength on link depends on the availability
of a wavelength on link (in reality this probability de-
pends, very weakly, on the availability of a wavelength on every
link preceding link ). The simulation results
presented in Section V demonstrate that, while the link indepen-
dence blocking approximation used in other analyses can lead
to a very poor prediction of the success probability, our approx-
imation is a very good one.

The (conditional) probability of successfully establishing a
circuit is then given by

where is the number of hops on which the transit ses-
sion is of type for a particular source–destination pair ,
and the product is taken over all types, , ,
of transit sessions. For uniformly distributed destinations, the
average probability of success for a new arrival can be
written as

(5)

where is the total number of nodes in the network.
In our model, sessions that are not successful in establishing

a circuit are blocked and reinserted into the input stream.
Since sessions with longer routes are blocked and reattempted
with higher probability than sessions with shorter routes, the
destination distribution of the connection attempts (both new
and reattempting sessions) may no longer be the same as that
of only new arrivals. Indeed, the number of sessions with
source–destination pair will be inversely proportional to
the success probability . Thus, when calculating the
success probability of a random connection attempt (averaged
over all trials, new and reattempting), the success probability

must be weighted by the fraction of
sessions in the total mix that wish to go fromto . Hence,
the success probability of a random connection attempt
(averaged over all trials, both new and reattempting) can be
written as

where

is a weighting factor that accounts for the changed distribution
of sessions in the overall mix due to the retrials. This reduces to

(6)

Note that is the harmonic mean of the over all
pairs , while is the arithmetic mean.

2) Adaptive Routing:We now consider adaptive routing,
where at each hop, a link is selected at random from among all
the outgoing links that lie on a shortest route to the destination.
If all of the wavelengths on the chosen link are unavailable,
an alternate link lying on the shortest route to the destination
is tried. This process continues until either an available link
is found, or all of the alternate links have been examined.
The number of alternate links that lie on a shortest route to
the destination may change as the setup packet progresses
toward its destination. Furthermore, a limit on the number of
alternate links that are examined could be used to reduce further
congestion, or the processing overhead at an intermediate node.

We let be the number of outgoing links that a session may
try at each hop, which we refer to as the routing flexibility.
The number offeasibleoutgoing links at a node is given by
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, where is the number of outgoing links at node
that lie on a shortest route to the destination. Therefore, a ses-

sion currently at node will be blocked and scheduled to retry
only if all of the wavelengths on each of its feasible outgoing
links are unavailable.

In adaptive routing, we define only two types of setup
packets: originating type , and transit type . The
probability that at least one wavelength on
outgoing links at the origin is available is given by

(7)

where is the number of outgoing links at the source node
that lie on a shortest route to the destination. At each transit

node , the probability that a wavelength is available on one of
alternate outgoing links, given that a wavelength

was available on an incoming link can be found to be

(8)

where is the node degree.
In writing (7) and (8), we have used the approximation that

the probability that an outgoing link at a node is available is
independent of the availability of the alternate outgoing links at
that node. However, as in Section II-B-1, we havenot assumed
that the probabilities of acquiring wavelengths on successive
links of a session’s path are independent. Our simulation results
in Section V indicate that while our approximation is justified,
the link-independence blocking approximation leads to rather
poor results.

The probability of successfully establishing a circuit is then
given by

where is a transit node at hop, and is the number
of hops on which a session is a transit session for a particular
source–destination pair . For uniformly distributed
destinations, the average probability of success for a
new arrival can be found using (5), and the success probability

of a random arrival (averaged over all trials, both new
and reattempting) can be found using (6), with
defined above.

III. A NALYSIS FOR TORUSNETWORKS

In this section, we examine the torus network, which
consists of nodes arranged along the points of a 2-D
grid with integer coordinates, with nodes along each dimen-
sion. Two nodes and are connected by a bi-di-
rectional link if, and only if, for some we have

and for . In addition to these links,
wraparound links connecting node with node ,
and node with node are also present.

A. Oblivious Routing

We first apply our analysis to oblivious routing, and study two
different oblivious routing schemes:– routing and Zig-Zag
routing. Both schemes are shortest-hop routing schemes that
differ in the method used to select the intermediate (transit)
nodes along a route.

Given an outgoing link , originating sessions that are
emitted on are defined as being of type . Transit
sessions using that arrive on an incoming link of a dif-
ferent dimension than will be referred to asbend types
( ), while transit sessions using that arrive over an
incoming link of the same dimension aswill be referred to as
straight-throughtypes ( ).

1) – Routing: – routing is an oblivious routing
scheme where a session follows a shortest route to its destina-
tion, first traversing all the links in one dimension (horizontal
or vertical), and then traversing all the links in the other dimen-
sion (vertical or horizontal); the first dimension is selected as
random at the source.

Applying Little’s Theorem to the entire network and using
the fact that the average number of wavelengths used is equal to
the average number of active circuits in the system times the
mean internodal distance, together with the symmetry of the
torus network, the rate can be calculated to be

(originating)

(9)

and the rate for the auxiliary system can be found using
(1). [The derivation of (9) can be found in the Appendix.]

Using – routing, the path followed by a session with
source and destination will make bends along the way,
where is either 0 or 1, and will go straight through for a total
of hops, where is the shortest distance betweenand
. The probability of successfully establishing a connection is

given by

(10)

where is given by (3), and and are given by (4) with
and , respectively. For uniformly distributed
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destinations, the average probability of success for a new session
can be calculated to be

odd

even
(11)

where . The average probability of success for
a random connection attempt (either new or reattempting) can
be written as

odd

even
(12)

where .
2) Zig-Zag Routing:Zig-Zag routing is an oblivious routing

scheme where one of the shortest routes from the source to the
destination is selected with equal probability at the source. Note
that the path may contain more than one turn (or bend), which
is not the case for the – routing discussed in the previous
subsection.

To obtain the rate at which setup packets of type
leave an outgoing link , we let be the average

probability that a setup packet is a straight-through transit type.
If at all nodes both outgoing links lie on the shortest path, then

would be equal to ; however, in the torus network, the
nodes that lie along the axis of the destination only have one
preferred link. Therefore, when averaging over all nodes in the
network, is not exactly equal to . (For example, in the

torus network, works out to be 0.573.) The calculation
of is described in [29, App. A, Ch. 4]. The rates can be
calculated using Little’s Theorem and the symmetry of the torus
to be

(bend)

(straight)

(13)

where is the mean internodal distance of the torus and is given
by

(14)

and the rates for the auxiliary system are calculated using
(1). To derive (13), observe that we can use Little’s Theorem
to calculate the average number of wavelengths in use by a ses-
sion of type in two ways: 1) as the product of the probability

that a wavelength is in use by a session of type
and the total number of wavelengths in the system and 2)
as the average number of sessions in the system times the av-
erage number of links on which a session is of type[e.g., for

, this is ].
Assuming that a session at its source is at a distance ofhops

from its destination, the average number of turns (or bend hops)
that it will make is , and the average number of
links at which it will go straight through is . The prob-
ability of successfully establishing a connection can, therefore,
be approximated by

(15)

where is given by (3), and and are given by (4) with
and , respectively.

For uniformly distributed destinations, the average prob-
ability of success for a new session and the average
probability of success for a random trial (either new or
reattempting) can be written as

odd

even

(16)

odd

even
(17)
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and

odd

even

(18)

odd

even
(19)

where , , and .

B. Adaptive Routing

We now find the success probability for the torus network
when adaptive routing is used. Following the analysis of Sec-
tion II-B-2, we define only two types of sessions: originating
sessions (type ) and transit sessions (type ). Note
that for the torus network, there are at most two outgoing links
at a node that lie a shortest route to the destination.

Using Little’s Theorem and the symmetry of the torus, the
rates can be calculated as

(20)

where is the mean internodal distance of the torus and is given
by (14).

In the torus network, at a distance from the
destination, there are four nodes that have only one outgoing
link along a shortest route, and there are nodes that have
two outgoing links that lie on the shortest route. All other nodes
that are at a distance have two outgoing links that
lie on the shortest route. Assuming that a session at its source

Fig. 2. Analytical and simulation results forP versus the arrival rate per
wavelength�=k for a2 -node hypercube network using oblivious routing.

is at a distance hops from its destination, and the session is
allowed to try at most two outgoing links per hop, the probability
of successfully establishing a connection is given by

(21)

where , is given by (7), and , is
given by (8) with . In writing (21) for node pairs at
a distance , we used the average probability that
originating and transit links are available.

For uniformly distributed destinations, the average proba-
bility of success for a new arrival and a random arrival
(averaged over all trials, both new and reattempting) can
be found using (16) and (18), respectively, where is
defined in (21).

IV. A NALYSIS FOR HYPERCUBENETWORKS

In this section, we turn our attention to the-node hyper-
cube network, where each node can be represented by a binary
string , and two nodes are connected via a bidi-
rectional link if their binary representations differ in only one
bit. Given an outgoing link , we observe that due to symmetry,
all the other incoming links are of the same spatial type. Thus,
originating sessions that are emitted onare defined as being
of type , while all transit sessions usingare defined as
being of type .
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Fig. 3. Analytical and simulation results forP versus the arrival rate per wavelength�=k for an11� 11 torus using oblivious routing: (a)P with X–Y
routing and (b)P with Zig-Zag routing.

A. Oblivious Routing

We first find the success probability for oblivious routing
in the hypercube network, where a shortest route is chosen at
random at the source.

The rates at which setup packets of typeare emitted
on a link can be found to be

(22)

and can be found using (1).
Assuming the source is at a distance ofhops from its desti-

nation, the probability of successfully establishing a connection
is given by

(23)

where is given by (3) and is given by (4) with .
For uniformly distributed destinations, the average proba-

bility of success for a new arrival can be written as

(24)

where we have used the fact that there arenodes at a distance
from a given node. The average probability of success for a

random connection attempt (either new or reattempting) can be
written as

(25)

B. Adaptive Routing

To find the success probability for a hypercube network using
adaptive routing, we again consider the adaptive routing scheme
of Section II-B-2 and note that, in the hypercube network, a node
that is hops away from the destination hasoutgoing links
lying along a shortest route to the destination. We let, ,

be the maximum number of outgoing links that may be tried at
any hop.

The rates at which setup packets of typeare emitted
on a link are given by (22). Assuming the source is at a distance

hops from its destination, the probability of successfully es-
tablishing a connection is given by

(26)

where , , is given by (7), and
, is given by (8). The probabili-

ties and can then be found using (24) and (25),
respectively.

V. ANALYTICAL AND SIMULATION RESULTS

In this section, we present our analytical and simulation re-
sults for oblivious and adaptive routing in the torus and hyper-
cube networks. We first demonstrate the accuracy of our anal-
ysis by comparing the probabilities of success obtained from
our analysis with those obtained from simulations for oblivious
and adaptive routing in both the torus and hypercube networks.
Next, we show that the link independence blocking assump-
tion used in other analyses fares poorly for both oblivious and
adaptive routing. We then compare the benefits obtained by in-
creasing the number of wavelengths (larger) with those ob-
tained by increasing the routing flexibility (larger), and demon-
strate that an interesting tradeoff exits between the two, with
important implications for network provisioning in all-optical
networks.

In Figs. 2 and 3, we compare the success probability
predicted by our analysis with those obtained from simulations
for oblivious routing in the hypercube and torus networks,
respectively, while in Fig. 4 we present results for adaptive
routing; comparisons for can be found in [29, Sec. 4.5,
Ch. 4]. We observe that in all the figures, there is close agree-
ment between the simulations and the analytically predicted
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Fig. 4. Analytical and simulation results forP versus the arrival rate per wavelength�=k for an11 � 11 torus and a2 -node hypercube network using
adaptive routing: (a)P for the torus network and (b)P for the hypercube network.

values over the entire range of applicable input rates, which is
a significant improvement over previous analyses. Despite its
accuracy, our analysis is considerably simpler than the analyses
available in the literature, and its computational requirements
are modest, allowing it to scale easily for large.

Our analysis shows that for a setup packet in the torus net-
work, the probability of successfully obtaining an output
wavelength when going straight through is larger than the prob-
ability of successfully obtaining an output wavelength when
making a bend or turn. (We illustrate this for an torus
network in Table I for both – and Zig-Zag routing and for
the number of wavelengths , and .) Recall from Sec-
tion III-A that in – routing a source–destination path may
contain at most one bend hop [hence, the exponent of
in (10), is either 0 or 1] and straight-through hops
(where is the shortest distance between the source and desti-
nation). Since bend hops reduce and straight-through hops
affect reduce , the probability will be larger than . For
Zig-Zag routing, even though paths may contain multiple turns,
there are still, on average, more straight-through hops than there
are bend hops. This is because once a setup packet reaches a
node along the or axis of the destination, it must continue
along that axis toward the destination (so all future hops must
be straight-through hops). As with– routing, this translates
to . However, the difference between the two is larger
for – routing than it is for Zig-Zag routing for the reasons
explained before (see also Table I).

Since the probability of success when making a turn is smaller
than the probability of success when going straight through,
the probability of success for – routing (which has minimal
turns) is expected to be larger than the probability of success for
Zig-Zag routing (which has on average more turns than–
routing). This result is confirmed by comparing the curves in
Fig. 3(a) with those in Fig. 3(b). These nonobvious results cor-
respond to significant performance differentials. For instance,
with and , – routing gives a maximum
throughput that is 30% greater than that for Zig-Zag routing.

TABLE I
ANALYTICAL RESULTS FORPROBABILITIES � AND � , k = 1; 2, AND 4, OF

SUCCESSFULLYOBTAINING AN OUTPUT WAVELENGTH WHEN GOING

STRAIGHT THROUGH AND MAKING A BEND, RESPECTIVELY, FOR AN 11� 11

TORUS ANDVARIOUS VALUES OF THEARRIVAL RATE PER WAVELENGTH �=k

Similar results hold for the entire range of network loads and all
values of that we examined, with a decrease in improvement
as the load increases.

In Fig. 5, we show the results that would have been obtained if
the independence blocking assumption was used, together with
our analysis and simulations, for both oblivious and adaptive
routing. Note that the link independence blocking approxima-
tion gives very poor results for the torus network, and there is
only a slight improvement as increases. This is because the
torus is a sparse topology with small node degree, and sessions
are not mixed well, resulting in a high correlation between the
wavelengths used on successive links on a session’s path. Ob-
serve also that while the link independence blocking assumption
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Fig. 5. Analytical and simulation results, together with results that use the link independence blocking assumption forP versus the arrival rate per wavelength
�=k for an11 � 11 torus network and a2 -node hypercube network: (a) oblivious (X–Y ) routing; (b) adaptive routing withl = 2 for the torus; (c) oblivious
(random) routing; and (d) adaptive routing withl = 3 for the hypercube.

is a poor approximation, the approximation that at a particular
hop, the occupancy probabilities of the alternate links are inde-
pendent, is a very good one.

To evaluate the throughput gains obtained by varyingand ,
we define as the throughput per node per wave-
length in a system with wavelengths and routing flexibility,
when the probability of success is equal to . Similarly, we
define to be the probability of success in a system
with wavelengths and routing flexibility, when the arrival
rate per node per wavelength is equal to . To compare the
performance of systems with varyingand , we define thein-
cremental per-wavelength throughput gain
of a system with wavelengths and a choice of links per
hop, over a system with wavelengths and a choice oflinks
per hop, for a given , to be

(27)

We also define theincremental probability of success gain
of a system with wavelengths and a

choice of links per hop over a system with wavelengths
and a choice of links per hop, for a given , to be

(28)

The throughput and probability of success gains measure the
degree of improvement that a full-wavelength translation system
with wavelengths and a choice of outgoing links per hop
provides over a similar system with wavelengths and a choice
of links per hop.

In Fig. 6, we illustrate the analytically predicted probability
of success versus the arrival rate per wavelength , for

ranging from 1 to 16, for both the torus and hypercube net-
works. In Tables II and III, we show the per-wavelength incre-
mental throughput gains for two values of for both obliv-
ious and adaptive routing, for an torus network and for a



514 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 9, NO. 4, AUGUST 2001

Fig. 6. The probability of successP for (a) an11� 11 torus and (b)2 -node hypercube network, fork varying from 1 to 16.

TABLE II
INCREMENTAL PER-WAVELENGTH THROUGHPUTGAINS ��(k ; l ; k ; l )

FOR AN 11 � 11 TORUS AND A 2 -NODE HYPERCUBENETWORK FOR

OBLIVIOUS ROUTING WITH P EQUAL TO 0.8AND 0.5.THE ROW ELEMENTS

FROM LEFT TO RIGHT CORRESPOND TOINCREASING THENUMBER OF

WAVELENGTHSk, WHILE HOLDING THE ROUTING FLEXIBILITY l CONSTANT

-node hypercube network. In Table II, the row elements from
left to right correspond to increasing, while holding con-
stant. For example, in the torus network with– routing and

, using a full-wavelength translation system with
two wavelengths per link achieves a 92%; gain in throughput
per wavelength over a system with one wavelength per link (i.e.,
with no-wavelength translation). In Table III, the top-to-bottom
elements of a column (within each network) correspond to in-
creasing, while holding constant. For example, in the hyper-
cube network with , a system with two wavelengths
per link and adaptive routing (with ) achieves a 57% gain
in the throughput per wavelength over a system with two wave-
lengths per link and oblivious routing ( ).

As is evident from Fig. 6 and Table II, for a given
and fixed , the throughput per wavelength increases with in-
creasing . In other words, the throughput per link (and the net-
work throughput) increases superlinearly with. The linear part
of the increase in throughput is because of the increase in ca-
pacity, while the superlinear part of the increase is due to more
efficient use of that capacity because of the greater flexibility
in establishing a circuit when a larger number of wavelengths
is available. The incremental gain in achievable throughput per

TABLE III
INCREMENTAL PER-WAVELENGTH THROUGHPUTGAINS ��(k ; l ; k ; l )

FOR AN 11 � 11 TORUS AND A 2 -NODE HYPERCUBENETWORK FOR

ADAPTIVE ROUTING WITH P EQUAL TO 0:8 AND 0:5. THE

TOP-TO-BOTTOM ELEMENTS OF A COLUMN (WITHIN EACH NETWORK)
CORRESPOND TOINCREASING THEROUTING FLEXIBILITY l, WHILE HOLDING

THE NUMBER OF WAVELENGTHS k CONSTANT

wavelength for a given, , however, decreases
rapidly with increasing . This result holds for both oblivious
and adaptive routing, and is in agreement with the results for
oblivious routing presented in [30] and [8]. Similarly, the in-
cremental throughput gain for a given, , de-
creases rapidly with increasing. If we fix and , and in-
crease , the incremental gain decreases, suggesting that the per-
formance improvement for adaptive routing is tightly coupled
with the number of wavelengths, and that the benefits of alter-
nate routing are not as significant when the number of wave-
lengths is large. [For example, in the -hypercube network,

%, while %.] In all
our throughput calculations, we have neglected the overhead
due to circuits being partially established and blocked.

Another interesting feature of adaptive routing with wave-
length translation is that the per-wavelength throughput for
fixed and increasing, appears to saturate at or near the
per-wavelength throughput of a system using oblivious routing
with wavelength translation over twice as many wavelengths.
In Fig. 7, we plot the incremental throughput gain for the hyper-
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Fig. 7. The incremental throughput gain��(1; 1; k; l) for k =
1; 2; 4; 8; 16 and l = 1; 2; 3; 4 for a 2 -node hypercube network with
P = 0:8.

cube network when and the number of wavelengths
ranges from 1 to 16 and the routing flexibilityranges from

1 to 4 [i.e., we plot for and
]. As can be seen in Fig. 7, the largest increase in

incremental throughput gain occurs when the routing flexibility
increases from to , regardless of the number of
wavelengths. Furthermore, this gain obtained by increasing the
routing flexibility from to , with fixed , approaches
the gain obtained by doubling the number of wavelengths to

, with . For example, the incremental throughput gain
for and is within % of the incremental throughput
gain for and .

The above discussion leads to some interesting design
options when building an all-optical network. For instance,
since the per-wavelength throughput gain saturates quickly
with increasing , simply building a network in which every
node can translate between wavelengths may not be the
most efficient option. Instead, it may be preferable to build a
network in which every node consists of simpler switching
elements operating in parallel (each switching between a nonin-
tersecting subset of wavelengths) that achieves performance
comparable to that of the-wavelength system at a much lower
cost. For example, using the switch implementation of Yoo
and Bala [31] (to be specific), the component cost (in terms of
elementary switches) is , whereas
the increase in success probability is negligible asincreases
beyond some point. This suggests that a network designer may
initially choose to build the network with nodes that have a
small number of parallel channels, with wavelengths per
channel. As network traffic grows, the designer may expand
the nodes by adding more parallel channels. Better yet, instead
of increasing the number of channels per link at every network
node, the designer may focus on the routing algorithms and
may choose to increase the routing flexibility to obtain equiv-
alent performance at no extra hardware cost. For instance, the
designer may simply increase the number of outgoing links that
may be tried at each hop. Observe, however, that the routing

flexibility is limited by the network topology and also is a
function of the switch architecture. Our results emphasize the
need for network designers to investigate the tradeoffs between
wavelength translation, routing flexibility, and hardware cost
when designing future optical networks.

VI. CONCLUSION

We presented a new general analysis for oblivious and
adaptive routing in all-optical regular networks with wave-
length translation that is intuitive, simple, computationally
inexpensive, and the first to consider adaptive routing with
wavelength translation. Our analysis does not use the link
independence blocking assumption, and is more accurate than
previous analyses (for oblivious routing) over a wider range
of network loads. We verified our analysis for the hypercube
and torus topologies, and found that although the throughput
per wavelength increases with an increase in the number of
wavelengths , and an increase in the number of link choices
for adaptive routing, this increase saturates quickly. We showed
that for the topologies considered, the performance of a system
using adaptive routing with only one alternate link per hop,
approaches that of a system using oblivious routing with twice
as many wavelengths per link. We also showed that for the torus
network, – routing performs better than Zig-Zag routing.
These observations lead to some interesting possibilities for
provisioning an all-optical network from a performance-cost
perspective.

APPENDIX

DERIVATION OF (9)

In this appendix, we derive (9) of Section III-A-1. For
– routing, therouting tag of a session with source node

and destination node , is defined as
, where

if

if

for all , and where is the signum function, which
is equal to if , and equal to , otherwise.

Recall that in our routing scheme, destinations are dis-
tributed uniformly over all nodes (excluding the source node)
and blocked sessions are not dropped, but reinserted back into
the input stream. Thus, wavelength utilization is uniform across
all wavelengths of the network, and the probabilities that
a wavelength is in use by a session of type or
is idle can be obtained simply by counting all possible
ways in which a wavelength can be in use by such a session,
and normalizing appropriately.

Thus, the probability that a wavelength on an outgoing
link is used by a bend session ( ) is given by

(A.1)
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Similarly, the probability that a wavelength on an outgoing
line is used by a straight-through session ( ) is given by

(A.2)

The remaining probability that a wavelength on link is
used by a session originating at a node ( ) is given by

(A.3)

Finally, by simple application of Little’s Theorem, where we
equate the average number of wavelengths used
to the product of the average number of active sessions in the
system times the mean internodal distance, we obtain

(A.4)

Equations (A.1)–(A.4), together with the condition

can be used to calculate, so that we finally get

(A.5)

where is the largest integer less than or equal to, and
is the smallest integer greater than or equal to. Equations

(A.2)–(A.5) hold for both odd and even.
Now, applying Little’s Theorem to the system that consists

only of sessions of type, and equating the average number of
wavelengths used by typesessions to the product of the total
arrival rate of type sessions into the system and the session
holding time, we obtain

which gives

from which (9) readily follows.
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